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Microtask 1: Make an edit request and write about it.
Following is the process of editing page:
1. Search any topic as your interest in google. And go to website.
[image: ]

2. So, now make a new account in Wikipedia. You can find create account button in top right corner. Or you can simply Log in if you have already had an account. Note: you need account only if you want to publish your edit.  
 [image: ]

3. Now you need to tap edit source button available in right side of navbar.

[image: ]
4. Now you will see source editing page where you can edit the content. Basically, Wikipedia provide two ways to editing first one is source editing and another is visual editing.
a. Source editing
You can change it to visual editing by tapping pencil button in right corner of editor.
 [image: ]

b. Visual Editing
 [image: ]
5. Now, let’s make some change in article. After editing we need to press publish change button available in right corner.
[image: ]
6. Now pop-up window will appear here you need to describe your change.
[image: ]
7. Review your change and click publish.
[image: ]
8. My changes link: - 

https://en.wikipedia.org/w/index.php?title=Decision_tree_learning&diff=prev&oldid=1082660125

and article link: -
 
https://en.wikipedia.org/wiki/Decision_tree_learning

9. Some pages are protected and you can not edit directly but you can submit request for edit if your proposal is valid then they will make change on this.
[image: ]

9.1. Before submitting request, you need to submit request in talk page.

[image: ]
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Editing Machine learning

© Content that violates any copyrights will be deleted. Encyclopedic content must be veriflable through citations to reliable sources.

B J] ® M W M 2 >Advanced > Special characters > Help > Cite V2

{{Short description|Study of algorithms that improve automatically through experience}} . )
{{For|the journal|Machine Learning (journal)}} © Visual editing
{{Redirect|Statistical learning|statistical learning in linguistics|statistical learning in language acquisition}}

{{Machine learning bar}} [[]) Source editing

{{Artificial intelligence|Major goals}}

Machine learning''' ('''ML''') is the study of computer [[algorithm]]s that can improve automatically through experience and by the use of data.<ref>{{Cite

book| last=Mitchell| first=Tom|url=http://wi.cs. cmu.edu/~tom/mlbook.html | title=Hachine Learning|publisher=HcGraw Hill|year=1997|isbn=0-07-642807-7| location=New
York|oclc=36417892| author-link=Tom M. Mitchell}}</ref> It is seen as a part of [[artificial intelligence]]. Machine learning algorithms build a model based on sample data, known
as [[training datal], in order to make predictions or decisions without being explicitly programmed to do so.{{refn|The definition "without being explicitly programmed” is often
attributed to [[Arthur Samuel]], who coined the term "machine learning” in 1959, but the phrase is not found verbatim in this publication, and may be a [[paraphrase]] that
appeared later. Confer "Paraphrasing Arthur Samuel (1959), the question is: How can computers learn to solve problems without being explicitly programmed?” in {{Cite

conference| it

wtomated Design of Both the Topology and Sizing of Analog Electrical Circuits Using Genetic Programming|conference=Artificial Intelligence in Design

*96|last1=Koza| first1=John R.|last2=Bennett|first2=Forrest H.|last3=Andre|first3=David|last4=Keane|firstd=Martin A.|date=1996|publisher=Springer, Dordrecht|pages=151-
170| 1anguage=en| doi=10.1007/978-94-009-0279-4_9}}}} Machine learning algorithns are used in a wide variety of applications, such as in medicine, [[email filtering]], [[speech
recognition]], and [[computer vision]], where it is difficult or unfeasible to develop conventional algorithms to perform the needed tasks.<ref name="tvt">Hu, J.; Niu, H.;

Carrasco, J.; Lennox, B.; Arvin, F., "[https://ieeexplore.ieee.ong/document/9244647 Voronoi-Based Multi-Robot Autonomous Exploration in Unknown Environments via Deep
Reinforcement Learning]” IEEE Transactions on Vehicular Technology, 2020.</ref>

A subset of machine learning is closely related to [[computational statistics]], which focuses on making predictions using computers; but not all machine learning is statistical
learning. The study of [[mathematical optimization]] delivers methods, theory and application domains to the field of machine learning. [[Data mining]] is a related field of
study, focusing on [[exploratory data analysis]] through [[unsupervised learning]].{{refn|Machine learning and pattern recognition "can be viewed as two facets of the same
Field."<ref name="bishop2006" />{{rp|vii}}}}<ref>{{cite journal |last=Friedman |first=Jerome H. |author-link = Jerome H. Friedman|title=Data Mining and Statistics: What's the
connection? |journal=Computing Science and Statistics |volume=29 |issue=1 |year=1998 |pages=3-9}}</ref> Some implementations of machine learning use data and [[neural networks]]
in a way that mimics the working of a biological brain.<ref>{{Cite web|titlesWhat is Machine Learning?|url=https://www.ibm.com/cloud/learn/machine-learning|access-date=2021-08-

z
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Machine learning

For the journal, see Machine Learning (journal).

"Statistical learning” redirects here. For statistical learning in linguistics, see statistical learning in language acquisition.

Part of a series on

Machine learning (ML) is the study of computer algorithms that can improve automatically through experience and by the use of data.I"l It is seen as a part of Machine Iea_m_ing
artificial intelligence. Machine learning algorithms build a model based on sample data, known as training data, in order to make predictions or decisions without and data mining
being explicitly programmed to do so./2) Machine learning algorithms are used in a wide variety of applications, such as in medicine, email filtering, speech P
recognition, and computer vision, where it is difficult or unfeasible to develop conventional algorithms to perform the needed tasks.?)

A subset of machine learning is closely related to computational statistics, which focuses on making predictions using computers; but not all machine leaming is
statistical learning. The study of mathematical optimization delivers methods, theory and application domains to the field of machine learning. Data mining is a

related field of study, focusing on exploratory data analysis through unsupervised leaming.l*I°l Some implementations of machine learning use data and neural Problems [show]
networks in a way that mimics the working of a biological brain.“I°l In its application across business problems, machine learning is also referred to as predictive Classification - Clustering - Regression -
analytics. Anomaly detection - Data Cleaning - AutoML -

Association rules - Reinforcement learing -
Structured prediction - Feature engineering -

Overview Feature learning - Online learing -
Semi-supervised learning -
Learning algorithms work on the basis that strategies, algorithms, and inferences that worked well in the past are likely to continue working well in the future. These Unsupervised learning - Leaming to rank -
inferences can be obvious, such as "since the sun rose every momning for the last 10,000 days, it will probably rise tomorrow morning as well". They can be Grammar induction
nuanced, such as "X% of families have geographically separate species with color variants, so there is a Y% chance that undiscovered black swans exist".”] Supervised learning IEg
(classification - regression) ?

Machine learning programs can perform tasks without being explicitly programmed to do so. It involves computers learing from data provided so that they carry Decision trees - Ensembles (Bagging ™

out certain tasks. For simple tasks assigned to computers, it is possible to program algorithms telling the machine how to execute all steps required to solve the Boosting - Random forest) - k-NN -
L B B linear reqression - Naive Baves -
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‘Where weighted sum of entropis is given by,

J
H(T | A) = )" p(a) Z —Pr(i | a) log, Pr(i | a)
=1 -

¥ Math formula Quick edit | Edit
| h step in building the tree. Simplicity is best, so we want to keep our tree small. To do so, at each step we should choose the split that results in
{ {\Eta(T\mid A)}= \sum_a p(a)\sum_{i=1}3- )nsistency is called information which is measured in bits. For each node of the tree, the information value "represents the expected amount of

\pr(i\mid a) \log 2 \Pr(i\mid a) \ce should be classified yes or no, given that the example reached that node".[22)

neaning that on average, the reduction in the entropy of T is the mutual information.

i
Consider an example data set with four attributes: outlook (sunny, overcast, rainy), temperature (hot, mild, cool), humidity (high, normal), and windy (true, false), with a binary (yes or no) target variable, play,

and 14 data points. To construct a decision tree on this data, we need to compare the information gain of each of four trees, each split on one of the four features. The split with the highest information gain will
be taken as the first split and the process will continue until all children nodes each have consistent data, or until the information gain is 0.

To find the information gain of the split using windy, we must first calculate the information in the data before the split. The original data contained nine yes's and five no's.

9 9 5 5
Ip([9,5]) = —— logy — — —log, — = 0.94
w([9,8) = —q7loes 7 ~ g o 1
The split using the feature windy results in two children nodes, one for a windy value of true and one for a windy value of false. In this data set, there are six data points with a true windy value, three of which
have a play (where play is the target variable) value of yes and three with a play value of no. The eight remaining data points with a windy value of false contain two no's and six yes's. The information of the

windy=true node is calculated using the entropy equation above. Since there is an equal number of yes's and no's in this node, we have
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That is, the expected information gain is the mutual information, meaning that on average, the reduction in the entropy of T is the mutual
information.
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— Wikipedia:Main Page/Tomorrow

‘You do not have permission to edit this page, for the following reasons:

@ This page is transcluded in multiple cascade-protected pages, so only administrators can edit it.
‘Why is the page protected? ‘What can I do?
* Cascading protection is used to prevent vandalism to particularly visible * Discuss this page with others.

pages, such as the Main Page and a few very highly used templates.

« This page is transcluded in the following pages, which are protected with the
"cascading” option:

« For move-protected pages, see requested moves.
« Request that the page's protection level be reduced.

« Find out more about how to get started editing Wikipedia.
« Wikipedia:Main Page/1

« Wikipedia:Main Page/2

« Wikipedia:Main Page/4 already being discussed.

* Wikipedia:Main Page/5 Submit an edit request
* Main Page

« If you have noticed an error or have a suggestion for a simple, non-controversial change, you can
submit an edit request by clicking the button below and following the instructions. An administrator
« Wikipedia:Main Page/3 may then make the change on your behalf. Please check the talk page first in case the issue is

You can view and copy the source of this page:
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Wikipedia:Requests for page protection/Edit

From Wikipedia, thd free encyclopedia
< Wikipedia:Requests for page protection

Requests for page protection

YYou are currently viewing the subpage "Current requests for edits to a protected page”.

Before listing a request here, please make a request on the protected page's talk page.

Click here to return to Requests for page protection.

Request a specific edit to a protected page
Please request an edit directly on the protected page's talk page before posting here

Request edit
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From Wikipedia, the free encyclopedia
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Pages in this category should be moved to subcategories where applicable. This category may require frequent maintenance to avoid becoming too

large. It should directly contain very few, if any, pages and should mainly contain subcategories.

This is a maintenance category, used for maintenance of the Wikipedia project. It is not part of the encyclopedia and contains non-
article pages, or groups articles by status rather than subject. Do not include this category in content categories.
This is a tracking category. It builds and maintains a list of pages primarily for the sake of the list itself. They are not part of the
encyclopedia's categorization scheme.
« This category is hidden on its member pages—unless the corresponding user preference (appearance — show hidden categories) is
set.
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